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ENDOGENOUS STRATIFICATION

When we analyse the results of an experiment, we are often interested in understanding what the
treatments effects are on sub-groups. This type of sub-group analysis is usually estimated using in-
sample information on the relationship between the outcome of interest and the covariates in the
control group to predict outcome for all groups without treatment. However, this procedure generates
substantial bias due to overfitting. This results in a negative bias in the control observations in the
lower interval, creating a positive bias in the estimated treatment effect for the group and the reverse
problem in the upper interval.

In order to avoid overfitting, the following approaches can be used:

1. Leave one out estimators (LOO): does not allow the outcome of each observation to
contribute to the estimation of its own predicted value.

2. Repeated sample splitting (RSS): in each split, the untreated sample is split into two -- one is
used for prediction and the other is used for estimation.

Abadie, Chingos & West (2018) illustrate the use of these approaches, referred to as “endogenous
stratification” using data from the National JTPA Study, a large experimental evaluation of an
employment and training program. With overfitting, treatment effects are larger and significant in the
‘low’ group while the effects are larger and significant in the ‘high’ group when estimated using either
LOO or RSS (Table 1).

Table 1: Reproduced from Abadie, Chingos & West (2018)

T 1.516.49*
(807.27)
B. Average Treatment Effect by Predicted Outcome Group
Unadjusted
Low Medium High
T 2.379.65** —719.38 2.397.26
(1.151.07) (1.474.81) (1.672.62)
70 573.74 3531 3.646.53*
(1,201.33) (1.509.30) (1.727.08)
TS 788.75 254.25 3.569.41%*
(1.027.47) (1.092.85) (1.496.73)

Endogenous stratification is particularly helpful when there is a clear outcome variable of interest
and there are a set of covariates that can be used for heterogeneity analysis.



A stata module “estrat” can be used to run the analysis in Abadie, Chingos & West (2018).The code
implements the following steps:

Step 1: regress the outcome variable of interest on the selected covariates in the control group.
Step 2: Generates predicted values for the entire dataset based on predicted values obtained
from LOO and RSS estimators and covariates supplied by user for the control group.

Step 3: Uses these predicted values to split sample into user specified number of groups (in
ascending order) and then estimates treatment effects for each group.

View the code.

As an illustration:
estrat outcome treat selected covariates, groups( groups’)

1. outcome: the outcome variable of interest

2. treat: a dummy equal to 1 for the treatment group and 0 for the control group.

3. selected_covariates: covariates that are to be used to predict the outcome variable of
interest.

4. groups: number of groups that you want to split the sample into for analysis.

It provides the treatment effects for each group, using both LOO and RSS, and bootstrapped
standard errors for each. It produces the following output when three groups are selected:

Treated = 743
Untreated = 710
B35 Bepzs = 100
Boot Reps = 100
LCO SE RS35 SE
Group 1 013274 113217 001674 087039
Group 2 -. 059657 1137259 .034105 071667
Group 3 .251418 .12507 178162 .0924957
Notes:

1. The default code only works for (one) treatment versus control.

2. The option ‘savegroup’ will save the groups generated by LOO.

3. Abadie, Chingos & West, 2018 use three groups in their analysis. Gelman and Park (2008) provide some
useful guidelines on the optimal number of groups.

4. The selection of baseline covariates to predict the outcomes of interest can be done using theory or
prediction can be done using nonparametric/machine learning techniques.
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